
2.1 Introduction: common definitions

There are many good texts describing the statistics of sampling including
some designed to address the specific needs of microbiologists (ICMSF, 1974,
1986, 2002; Jarvis, 1989, 2000). They will supply additional background
information and explanation. We intend to review the art and science of
sampling for pathogens in and around foods indicating when to use statistical
methods for selecting the sampling plan and when to prefer other methods.
We will use examples from some common sampling circumstances for
illustration. We will describe the ‘attributes’ sampling plans advocated by The
International Commission on Microbiological Specifications for Foods
(ICMSF) since 1974 to show why they are the most practical solution to
the problem for which they were developed, namely port-of-entry sampling of
foods in international trade. We will demonstrate how these plans can be
rescaled to perform in terms of concentration of organisms when the log
counts from sampling follow a normal distribution, and how this can provide a
quantitative approach to food safety management. We will indicate how
variables sampling plans may allow more value to be extracted from the data
derived from sampling when the result of testing gives countable numbers of
organisms and the distribution of organisms in the foods is known. We will
consider environmental sampling as part of a program of food safety
management within a manufacturing facility. Finally we will make some
suggestions on how to extract more value from the historical records of test
results produced in quality control laboratories at great expense.

Some terms that will appear frequently in this chapter that may not be
familiar to all readers are explained below.
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Accept. Allow the food to be used for its intended purpose. This decision is
made about the lot, not about an individual test result.

Acceptable. A lot that is suitable for its intended purpose. A sample that gives a
‘passing’ test result – at or below the maximum acceptable level specified.

Acceptance-sampling plan. A pre-determined procedure to determine whether
a lot is acceptable. Such a plan should include statements about the number,
size and type of samples to take, the laboratory methods to be used for
analysis, and the criteria for acceptability.

Attribute. A property of the sample used to assign it to one of the classes in the
sampling plan.

c. See two-class plan and three-class plan, below.
Class. One of the conditions, such as ‘acceptable’, ‘marginally acceptable’ or

‘defective’ defined by quantitative limits.
Colony forming unit (cfu). A bacterial or yeast cell, or small group of joined

cells, or a fungal spore, cell or fragment of mycelium that gives rise to a
single colony when grown on a solid medium.

Consumer’s risk. The probability of accepting in error a lot that is defective.
Defective. A lot that is not suitable for its intended purpose. A sample that gives

a ‘failing’ test result – above the maximum acceptable level specified.
Food Safety Objective (FSO). The frequency or maximum concentration of a

microbiological hazard in a food considered acceptable for consumer
protection.

Good Manufacturing Practice. A formal approach to managing food quality.
HACCP. Hazard Analysis Critical Control Point. A formal tool for managing

food safety by identifying hazards and taking steps to ensure that they are
controlled.

ICMSF. International Commission on Microbiological Specifications for
Foods: an international expert body with the primary role of giving
guidance on appraising and controlling the microbiological safety and
quality of foods.

Lot. A defined quantity of a food or ingredient. A lot can be large and with a
limited history, e.g. a shipload of grain, or small and with a clear history,
e.g. a quantity of product made by batch mixing ingredients and further
processing, e.g. 500 loaves of bread, with traceable records of all the
ingredients. Or it could be somewhere in between, e.g. a truck load of flour
from a mill that we deal with frequently or product made on a single
production line during a recorded period of time (e.g. one hour, one shift).

m. See two-class plan and three-class plan, below.
M. See three-class plan, below.
Marginally acceptable. A sample that gives a test result greater than the limit

defined by good manufacturing practice but less than the limit defined by
safety.

n. See two-class plan and three-class plan, below.
Operating characteristic (OC) curve. A graph relating the probability of

accepting the lot to a measure of the underlying condition of the lot such as
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proportion defective or mean concentration of organisms.
Producer’s risk. The probability that an acceptable lot is rejected in error.
Probability of acceptance (Paccept). The likelihood of accepting the lot (on the

basis of the test results).
Probability of rejection (Preject). The likelihood of rejecting the lot (on the

basis of the test results).
Reject. Do not allow the food to be used for its intended purpose. This does not

imply that the food may not be used for some other purpose – for example
diverted to animal feed or processed to destroy the organisms of concern
and then used in a different product.

Sample. One dictionary definition of a sample is ‘a portion, piece or segment
that is representative of a whole’ (Anon, 1982). The critical concept is that
the portion represents the whole – if this is not true, no useful decision can
be made based on properties of the sample. When sampling for pathogens
we can think of a hierarchy of samples. At the highest level, there is the ‘lot
sample’. This is a collection of individual units taken from the lot.
Statisticians tend to refer to this collection of units as the sample, whereas
microbiologists tend to use sample to indicate the individual units.
Throughout this chapter we will defer to the microbiologists and use
‘sample’ to indicate the individual unit and the ICMSF term ‘population
sample’ to represent the collection of units. However, it is important to be
aware of this potential for confusion in the dialogue between
microbiologists and statisticians, a dialogue that we fully recommend.
Sometimes we may need to take a ‘subsample’ from each individual
sample. For example, when testing for a very non-uniformly distributed
contaminant we may initially take a sample of several kilograms and mix it
thoroughly to distribute the contaminant as uniformly as possible in the
sample. We can then take a subsample for ease of handling and storage.
This type of procedure is used in aflatoxin testing (FAO, 1993; Whitaker et
al., 1994). There is another important term ‘analytical sample’ which may
be the whole sample, or subsample or a small portion of either, but which
represents the actual material processed through the laboratory testing
procedure.

Two-class plan. An acceptance-sampling plan in which results for individual
samples are assigned to one of two classes, ‘acceptable’ or ‘defective’,
depending on whether they exceed the acceptable limit (ICMSF term m). A
number of samples, n, are tested and the lot is rejected if more than c
samples exceed m (usually c � 0).

Three-class plan. An acceptance-sampling plan in which results for individual
samples are assigned to one of three classes, ‘acceptable’, ‘marginally
acceptable’ or ‘defective’, depending on whether they exceed the acceptable
(ICMSF term m) or marginally acceptable (ICMSF term M) limit. A number
of samples, n, are tested and the lot is rejected if more than c samples
exceed m or if any exceed M. (c decreases as the required plan stringency
increases.)
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2.2 The purpose of sampling

The point of sampling is usually to allow us to make a decision about the lot
based on properties of the sample(s). The decision will be sound only to the
extent that the sample truly represents those properties of the lot that concern us.
So before we begin to sample anything, we need to understand clearly what our
purpose is. When detecting pathogens in food, we usually intend to ensure that
the food is safe to eat. Historically we would randomly select a food product at
the end of a production line, or from a retail store. We would test it for the
presence and/or concentration of pathogens and, if the laboratory results were
‘acceptably low’, we would conclude that the food was safe. This approach
leaves us unsure about how truly representative the sample was. Hence, we are
uncertain about whether we made a good decision. In this situation a formal,
statistically-based, acceptance-sampling plan can tell us a great deal about how
likely we are to make the ‘right’ or the ‘wrong’ decision. We will discuss this in
more detail later in the chapter.

We may have the fundamentally different aim of ensuring that a food
manufacturing process can consistently make safe products. In this case, our
emphasis should be on managing the process to eliminate pathogens or reduce
their incidence and/or concentration in the product to an acceptable level.
Management focus is on controlling those points in the process that play a
critical role in ensuring product safety. A HACCP plan is the tool that helps to
identify those points, sets appropriate control limits, and ensures that they are
under control by appropriate monitoring and verification. We may use sampling
of incoming raw materials as part of this control scheme. A statistically-based
sampling plan here may help us to understand how likely we are to make the
‘right’ or the ‘wrong’ decision about whether to accept the incoming material.
We may also use environmental sampling within the plant to help us minimize
the possibility of cross-contamination from the environment (everything in the
plant that is not food) to the food. The environmental sampling protocol will be
based on experience of which parts of the plant environment have most contact
with the product and which are most likely to harbor pathogens. Hence,
environmental sampling protocols are not statistical sampling plans, though they
may have a statistical element. For example, the protocol may stipulate
increased levels of sampling once a test result shows that a sampling site is ‘out
of control’. Within the HACCP plan we may be sampling finished product, but
this now serves simply to verify that the process is under control. By statistical
analysis of historical data from the process, we can establish whether the process
is, in fact, capable of the performance that we require (Harris and Richardson,
1996; Hubbard, 1996).

Occasionally we may already know, or suspect, that a foodstuff has an
unacceptable level of pathogen contamination. In this instance, product
sampling is a waste of available resources since, at best, it confirms what we
already know or suspect whilst at worst it may lead us to conclude, incorrectly,
that the food is safe. Rather we are interested in investigating the source of
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contamination so that we may subsequently eliminate it. Another circumstance
concerns the decision of whether or not to accept a delivery of a material when
we have no knowledge of its history. For an individual manufacturer this may be
a consignment of a commodity raw material. For a regulatory agency it may be
one of the many consignments of internationally-traded foodstuffs unloaded
daily at ports and airports throughout the world.

2.3 Sampling and the problem of pathogen distribution

Consider that we are concerned with a toxin-forming pathogen, e.g.
Staphylococcus aureus, where we can tolerate a measurable population of,
say, 104 colony-forming units (cfu) per gram and still have a substantial safety
margin before any toxin will be formed in the food. What issues do we face in
deciding whether a lot is acceptable?

Example 1. Consider a hypothetical continuously stirred tank containing 100 l of
milk contaminated with S. aureus at a mean concentration of 106 cfu/ml. The
mixing disperses the cells so that the concentration of cells in any particular 1 ml
of milk will be roughly the same as in any other (they are uniformly distributed).
There is no particular difficulty with sampling since any 1 ml sample would
yield a count of about 106 cfu/g, which is substantially higher than our
acceptable level of 104 cfu/g (Fig. 2.1a) and we would reject the milk.

Example 2. Imagine that we refill the same tank with fresh milk. It is still well
stirred so that the S. aureus is (approximately) uniformly distributed, but now it
contains a mean concentration of about 1 cfu/ml. Again, there is no particular
difficulty because any sample will contain a concentration of S. aureus well
below our acceptable level of 104 cfu/ml (Fig. 2.1b) and we would accept the
milk.

Example 3. Now imagine that we have replaced the milk with a heavy cream,
turned off the stirrer and allowed the temperature to rise until bacterial growth
can occur. Just 5000 isolated S. aureus cells contaminated the tank but cell
growth and division occur until the mean concentration is 2000 cfu/g, still
well below our acceptable level of 104 cfu/g. However, because the cream is
viscous and not stirred those cells are contained in 5000 micro colonies, each
of 4 � 104 cells and each much smaller than 1 ml (Fig. 2.1c). Now we have a
considerable difficulty, because most of the cream (95,000 1 ml portions)
would give a result well below our acceptable level of 104 cfu/g, but 5000
portions of 1 ml would give a count above the acceptable level. There is a
significant chance that we will make the wrong decision based on the result
from a single 1 ml sample.

Example 4. If we were to turn on the stirrer to mix the cream from example 3,
the S. aureus cells would begin to disperse throughout the cream. If we took
samples shortly after beginning to stir we would find that the number of cells in
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individual 1 ml aliquots of cream varies, with a distribution skewed to the right
(Fig. 2.1d). In this example, taking logs of the counts we see that the log cfu/ml
approximately follows a normal distribution (Fig. 2.1e). We could express this
by indicating that the results were ‘log-normally distributed. If we stirred for
long enough the cells would eventually become uniformly distributed. But in a
solid food the opportunity for continuous mixing does not exist and the
lognormal distribution of microbial load is most commonly seen. These

Fig. 2.1 Schematic illustration (not to scale) of the relationship between hypothetical
distributions of microorganisms in foods, the pattern of test results on sampling them and

a hypothetical acceptable limit.
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examples are all idealized and ignore the element of randomness seen in any real
system that would mean some distribution of results would be seen in all cases –
albeit that the distribution would be very narrow in a well-mixed system.

Now assume that we are not concerned about S. aureus, but instead about an
infectious pathogen such as Salmonella where our acceptable level is very low.
In fact, we would like to be able to say that Salmonella is not present at all.

Example 5. For the situation in example 1, any sample from the tank would yield
Salmonella and we would correctly reject the milk.

Example 6. For the situation in example 2, although the mean concentration is
1 cfu/ml, there is no assurance that any particular 1 ml sample will contain any
Salmonella and some samples may contain more than one. Now, if we take a
single 1 ml sample we are at risk of making the ‘wrong’ decision and
accepting the milk even though it contains a significant number of
Salmonella.

Example 7. For the situation in example 3, the risk of making the wrong decision
to accept the cream is even greater than that in example 6 because most of the
potential samples would test negative even though there is a significant level of
Salmonella in the lot.

Example 8. For the situation in example 4 we are now at less risk than in
example 7 of making the wrong decision because the mixing means that most of
the individual portions contain (small numbers of) Salmonella but the risk is still
significant.

So how do we improve our chances of making the ‘right’ decision? And can
we understand the risk of making the ‘wrong’ decision? A statistically-based
acceptance sampling plan is the answer – though even the best plan, short of
total destructive testing of the entire quantity of food, which is never a realistic
option, cannot guarantee the ‘right’ decision.

In 1974, the ICMSF published guidance on the use of sampling plans and
microbiological criteria for foods in international trade (ICMSF, 1974) that was
later updated (ICMSF, 1986). The plans were designed for sampling at ports of
entry, where the sampler knows little or nothing about the history of the food
before sampling and may know nothing about the distribution of pathogens in
the food. The ICMSF scheme for port of entry sampling uses ‘attributes’
sampling plans, so called because the microbiological test results are used to
attribute the samples to one of a number of classes: ‘acceptable’ or ‘defective’
(in a two-class plan) or ‘acceptable’, ‘marginally acceptable’ or ‘defective’ (in a
three-class plan) by comparison with predetermined criteria. The decision to
accept or reject the product is indicated by the number of test sample results in
each class. Over the years, the attributes plans advocated by the ICMSF have
become widely accepted to the point that they now form the basis for
microbiological specifications in many trading contracts, and are written into
food law in some countries. The ICMSF advice has been further updated

©2003 Woodhead Publishing Limited and CRC Press LLC



(ICMSF, 2002) to include a more risk-based approach to food safety
management, including situations where the history of the food is known and/
or the distribution of pathogens in the food is understood.

2.3.1 Sampling and the degree of risk
Given that we are always constrained by the availability of resources, how do we
put our sampling effort where it will do the most good? The ICMSF (1974,
1986, 2002) presented a comprehensive scheme for use of acceptance sampling
plans based on degree of health risk associated with a food and the change in
health risk that is expected to occur between sampling and consumption. There
are five levels of risk and three condition levels, leading to 15 cases (Table 2.1).
Plans are selected depending on the case. Three-class plans are not very
stringent and are appropriate where health risk is relatively low (cases 1 to 9).
The plans’ stringencies are adjusted by changing the number of samples, n, the

Table 2.1 ICMSF cases based on factors influencing risk and recommended attributes
plans (ICMSF, 1986; table 10, p. 74). Reproduced with permission from The University
of Toronto Press

Conditions in which food is expected to be handled and consumed
after sampling, in the usual course of events

Degree of concern
relative to utility
and health hazard

Conditions reduce
degree of concern

Conditions cause no
change in concern

Conditions may increase
concern

No direct health
hazard
Utility, e.g. shelf-
life and spoilage

Increase shelf-life

Case 1

3-class, n � 5, c � 3

No change

Case 2

3-class, n � 5, c � 2

Reduce shelf-life

Case 3

3-class, n � 5, c � 1

Health hazard
Low, indirect
(indicator)

Reduce hazard

Case 4

3-class, n � 5, c � 3

No change

Case 5

3-class, n � 5, c � 2

Increase hazard

Case 6

3-class, n � 5, c � 1

Moderate, direct,
limited spread

Case 7

3-class, n � 5, c � 2

Case 8

3-class, n � 5, c � 1

Case 9

3-class, n � 10, c � 1

Moderate, direct,
potentially
extensive spread

Case 10

2-class, n � 5 , c � 0

Case 11

2-class, n � 10, c � 0

Case 12

2-class, n � 20, c � 0

Severe direct Case 13

2-class, n � 15, c � 0

Case 14

2-class, n � 30, c � 0

Case 15

2-class, n � 60, c � 0
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upper limit on the ‘acc eptable level’ , m, and the upper limit on the ‘marginall y
acce ptable leve l’, M , and the max imum tolerable n umber of results, c, that
excee d m (Table 2.1). Two- class plans with c � 0 are usually used for situat ions
where the health risk is significant and the decision-maker is simply interested in
whether or not a pathogen is present in a lot of foodstuffs (cases 10 to 15). The
result is that the greatest sampling effort can be placed against the greatest
hazard.

Imagine that we are concerned about Staphylococcus aureus in milk powder.
S. aureus would be considered a moderate hazard: as a foodborne illness it is not
usually life threatening and symptoms are usually of short duration and self-
limiting. Hence it would be assigned to cases 7–9. If we were receiving the milk
powder for use as an ingredient in a baking operation we can see that subsequent
processing (baking) reduces the risk (because the baking step would kill the
pathogen). Accordingly this would be assigned to case 7 where a three-class plan
having n � 5 and c � 2 is called for. What if, instead, we were concerned about
Salmonella in pâté? Salmonella is a serious hazard of moderate duration and
would be assigned to cases 10–12. In the case of pâté there is no process to kill
the Salmonella but growth could occur during storage, increasing the risk. Thus
we would assign this to case 12 which calls for a two-class plan with n � 20,
c � 2.

2.3.2 Effect of lot size
For acceptance sampling where there is no requirement for larger lots to meet a
more stringent standard – which is usually the case in food inspection – the
number of samples taken is independent of lot size. This is because the
probability of acceptance, based on the proportion of defective units in the lot,
barely changes with lot size unless the number of samples taken represents at
least one-quarter to one-half of the lot – a circumstance exceedingly rare in food
examination (ICMSF, 2002, p. 125). If the number of defective units in a lot is
more important than the proportion defective then the sampling plans described
in this chapter are not appropriate. If the aim of the sampling exercise is to
estimate the proportion of defective units in the lot, rather than to make an
accept/reject decision remember that the confidence limits on that estimate will
become narrower as the number of sample units tested increases but, again, the
plans described here were not designed for this purpose.

2.4 Acceptance sampling when the history of the material is
not known

The ICMSF guidance, which has stood the test of more than 30 years of practical
experience, can help us to select the sampling plan to use. But how can we
assess the risk of making a ‘wrong’ decision?
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2.4.1 Plan operating characteristics
We select the sampling plan according to the risk-based case, and choose the
limits of acceptable, m, (and marginally acceptable, M) concentration of the
pathogen. Figure 2.2 illustrates how the proportion defective relates to the limit
of acceptability for a lot where the microorganisms are lognormally distributed.
We can then calculate the probability of acceptance (or conversely of rejection).
Legan et al. (2001) described the details of this calculation using the
multinomial distribution, which can be generalized to either the binomial or
trinomial as appropriate. We could use the binomial distribution for a two-class
plan and the trinomial distribution for a three-class plan. When we plot the
probability of acceptance against the proportion of defective samples in the lot
(for a two-class plan) we create the operating characteristic (OC) curve, which
shows us how well the plan discriminates between acceptable and defective
material and what the decision risk is with different proportions of defective
units in the lot (Fig . 2.3).

Two-class plans
The operating characteristic curve allows us to recognize two categories of
decision risk. The ‘producer’s risk’ is the probability that the plan will indicate
rejection of a lot of food that is truly acceptable, and the ‘consumer’s risk’ is the
probability that the plan will indicate acceptance of a lot which is truly
unacceptable. The ideal OC curve would give a Paccept of 1 at all defect rates
up to the acceptable level and a Paccept of 0 at all defect rates above the
acceptable level. All realistic sampling plans fail to meet this ideal. The

Fig. 2.2 The relationships between acceptable and defective log concentrations for a
two-class plan and acceptable, marginally acceptable and defective concentrations for a
three-class plan, when m � 3�0�M � 4�0 and the distribution of organisms has mean 3.0
and � � 0�8. Pa is the proportion of acceptable material, Pm is the proportion marginally
acceptable and Pd is the proportion defective. (Reprinted from Legan et al., 2001, with

permission from Elsevier Science.)
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steepness of the OC curve and plan stringency both increase as the number of
samples increases. Plan stringency decreases as c increases, so it is possible, in
principle, to approach the ‘ideal’ curve for an acceptable defect rate by using a
large number of samples to increase the steepness of the curve and setting c
accordingly (Fig. 2.3a). This approach would be indicated where sampling and
testing are fast and inexpensive, the costs to both parties of the wrong decision
are very high and there is a tolerable defect rate. This situation is unlikely ever
to occur when sampling foods for pathogens. Hence we are forced to consider
the compromises involved in more realistic sampling plans (Fig. 2.3b). The
operating characteristic curves of these plans differ dramatically from the ideal.
They are much less steep, and hence less discriminating, and when c � 0 there is

Fig. 2.3 Operating characteristic curves for two-class sample plans: (a) OC curves for
an ideal plan for an acceptable defect rate of 10% and an approximation to the ideal

defined by n � 120� c � 10 and (b) OC curves for practical plans with
n � 5� c � 0 and n � 10� c � 2.
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no ‘shoulder’, implying that the plan will occasionally indicate rejection of a lot
with a defect rate so low that we may, in fact, consider it acceptable.
Nevertheless, these plans offer a realistic compromise between the degree of
protection required and the resources needed for sampling and testing.

Two-class plans are used when sampling for pathogens that we want to be
absent from the food. For example if concerned about Salmonella, we would
consider the two-class plans associated with cases 10–15 depending on the
conditions of use and target consumer. These plans would give n � 5, n � 10,
n � 20, n � 15, n � 30 and n � 60 respectively, all with c � 0.

Three-class plans
Three-class plans are useful when we have some tolerance for ‘marginally
defective’ material, which implies material that is outside the limits achieved by
good manufacturing practice, so long as it is not hazardous. Just as we created an
operatin g characterist ic curve for a two-clas s plan (Fig. 2.3 ) so we can repr esent
the operating characteristics of a three-class plan in a diagram; but now we have
three variables to consider. These are the proportion defective (Pd), the
proportion marginally defective (Pm) and the proportion acceptable (Pa) (see
Fig. 2. 2b). By plotting the Pa ccept agai nst Pd and Pm we create the operating
characteristic surface. This gives an overview of the plan operating
characteristics but it is difficult to estimate Paccept accurately at any particular
point on the surface (Fig. 2.4a). We could plot slices through the surface as two-
dimensional OC curves appearing similar to Fig. 2.3b by fixing Pm and plotting
Paccept against Pd or by fixing Pd and plotting Paccept against Pm.
Alternatively, we can use a contour plot (Fig. 2.4b) that allows us to estimate
accurately all the values of Pd and Pm that give a desired Paccept.

Three-class plans can be used when sampling for a pathogen that we can
tolerate in food at low levels. For example if we are concerned about S. aureus

Fig. 2.4 (a) Operating characteristic surface showing an overview of plan performance
for a three-class plan with n � 5� c � 3, (b) Contour plot for the same sampling plan

linking combinations of proportion marginally acceptable and proportion defective that
give equal probabilities of acceptance. This plan would be recommended for case 1 or

case 4 in the ICMSF scheme.
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we would consi der the three- class plans associa ted with cases 7–9. If the food
may support the growth of S. aureus , ther eby increas ing the risk, we would be in
case 9 (Table 2.1) and we could use a sam pling plan whe re n � 10 and c � 1. If
we could be sure that no growth would occur and hence there would be no
increase in risk we could use the plan for case 8 where n � 5 and c � 1.

2.4.2 Setting m and M (acceptable and marginally acceptable levels)
Setting the values of m (limit of acceptable count in two- and three-class plans)
and M (limit of marginally acceptable count in three-class plans) plays a critical
role in determining the final performance of the sampling plan. This judgment is
normally somewhat subjective and is based on our best knowledge about the
pathogen of concern, the nature of the food, the status of the intended consumer
and the demands of any relevant laws or regulations. Fortunately there are many
prior examples of expert judgment that we can use to guide us (ICMSF, 1974,
1986; Shapton and Shapton, 1991).

In a two-class plan we have only to set m. We typically use two-class plans
when we have no tolerable level for the pathogen of concern. Accordingly we
set m at zero. We must realize, however, that the true value of m defaults to the
sensitivity of the analytical method used. An enrichment culture method applied
to a 25 g sample, as in Salmonella testing, has a maximum theoretical sensitivity
of one cell in the entire 25 g, which is equivalent to a concentration of 0.04 cells/
g and m is then equivalent to a concentration < 0.04 cells/g.

For other pathogens such as Staphylococcus aureus where we do have some
tolerance we typically use a three-class plan. Now we set M to the maximum
tolerable level based on the hazard. We set m to a value that shows the food was
produced under conditions of good hygienic practice (GHP). Where we have
access to plant records these can be used to establish directly the level of m. The
value of m is always lower than the value of M (or we have created a two-class
plan) but otherwise there need be no quantitative relationship between them
when used for pathogens. When a three-class plan is used for spoilage organisms
a procedure developed by Dahms and Hildebrandt (1998) to set the difference
between m and M can improve the overall level of control if the sample test
results follow a lognormal distribution of known standard deviation.

2.4.3 Beware of ‘retest’ results
When testing detects a pathogen and a two-class plan indicates rejection of a lot,
we may be tempted to repeat the test using a retained portion of the sample or
using new samples taken from the lot. We wish only to ‘confirm’ that the
original result was correct before causing the disruption that may be associated
with rejection of the lot. However, there are many reasons why a retest may fail
to detect the pathogen that was correctly detected initially (ICMSF, 2002, pp.
191–7; Flowers and Curiale, 1993). Some of these are connected with the
distribution of organisms in foods that we have previously discussed. Others
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may be connected with a low incidence of contaminated units within a batch or a
change in the concentration of the pathogen in the food making it harder to
detect, even though it is still present. Hence an initial positive result should not
simply be discarded in favor of a negative retest result unless there is a clear
indication of a laboratory or sampling error associated with the first result.

Even when retest results are considered in addition to the original results it is
important to understand the nature of the resulting sampling plan. For example,
at a defect rate of 5% the two plans n � 60, c � 0 and n � 95, c � 1 give the
same probability of acceptance (in this instance 0.05). However, if one positive
result is obtained from 60 samples tested and another 35 samples are then
examined and all test negative we have not, in fact, used the plan n � 95, c � 1
which would justify accepting the lot. Rather we have used the two-stage plan
n1 � 60, c1 � 1 plus n2 � 35, c2 � 0 which gives a higher probability of
acceptance (actually 0.07; ICMSF, 2002). Montgomery (1996) shows how to
calculate probabilities for two-stage plans. Even if we selected a two-stage plan
giving the same Paccept as the plan with n � 60, c � 0 we should not forget that
the implications of the plans can still be different. The decision to accept when
no pathogens have been detected allows the possibility that the lot truly contains
no pathogens. The decision to accept when one sample out of a larger number
tested contained a detectable pathogen does not.

2.5 Acceptance sampling when the history of the material is
known

The ICMSF continues to recommend attributes sampling plans for circum-
stances where we have no knowledge of product history and/or have no
knowledge of the distribution of pathogens in the food. However, it is
increasingly realized that preventative measures such as Good Hygienic Practice
(GHP) and Hazard Analysis and Critical Control Point (HACCP) systems are
much more effective tools for managing food safety than end product testing.
ICMSF advocated the use of HACCP in 1988 (ICMSF, 1988). Later, ICMSF
published its scheme for managing microbiological risks (ICMSF, 1997). In this
scheme a sampling plan is used to assure that a food is safe only when this
assurance cannot be provided more effectively, for example, when there is no
knowledge that GHP and HACCP have been properly applied. This advice has
been considerably expanded in the latest ICMSF guidance (ICMSF, 2002),
which advocates a risk-based approach wherever feasible. The heart of this risk-
based approach is the Food Safety Objective (FSO: van Schothorst, 1998),
which provides a functional link between risk assessment and risk management.
Developments in quantitative risk assessments in microbiology (Buchanan et al.,
1997; Whiting and Buchanan, 1997) have made it possible to link the exposure
assessment of a pathogen to likely public health outcomes. It is then for society,
through public officials charged with policy, to decide how much risk is
tolerable and hence how much protection is required.
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The q uestion of how to join the ‘traditiona l’ and fam iliar use of attributes
plan s with the risk-based appro ach then arises. Legan et al . (2001) proposed a
resc aling of the opera ting char acteristic curve s of attribut es plans to show
proba bility of accepta nce at different conce ntrations of organ isms based on the
assum ption that the loga rithm of test results from micro biological sampling
fol low a norm al distribut ion. In manufac turing, or other ongoi ng circumst ances
such as a relat ionship with a partic ular suppl ier, histor ical data are often
avai lable. These data can allow us to understa nd the typical distributio n of tes t
resu lts, includi ng testing the assumpt ion that test results are logno rmally
distri buted, and to use this knowledge when designi ng sampli ng plan s and
set ting crite ria.

2.5.1 Determi ning the concentrat ion of mi croorgan isms contr olled by
attr ibutes plans
Ex pressing the perf ormance of attributes plans in terms of concentr ation of
organ isms has been suggeste d several times. Foste r (1971) wrote, ‘at very low
leve ls of contam ination it may b e more meanin gful to talk in terms of
conce ntration per unit’. Later, Hildebra ndt et al . (1995) and Dah ms and
Hilde brand t (1998) disc ussed the performanc e of thr ee-class attribut e sampling
plan s in relation to the variabilit y of the lot and the chose n valu es for m and M ,
assum ing a logno rmal distribut ion of counts. Their approach clearly makes the
connec tion betwee n the distributio n of organ isms in the food and the proba bility
of finding defe ctive units by sampling .

Legan et al . (2001) built on the appro ach of Hi ldebrand t et al . (1995) usin g a
sta tistical distributio n of microorga nisms to establ ish the proportion of defective
sam ples in a lot, then usin g the calcul ated propor tion of defective sam ples to
dete rmine the proba bility of acce ptance in the usual way (i. e. cum ulative
binom ial or multinom ial distribut ion). Assuming a normal distribut ion for the
log conce ntration of microb es, the area under the n ormal densi ty functi on below
m is used to define the value for propor tion acce ptable (Pa; Fig. 2.2). The area
betwee n m and M defines the valu e for proportion margi nally accepta ble (Pm;
Fig. 2.2b), and the area above M (or m for a two-class plan) defines the value for
proportion defective (Pd). The statistical methods for calculating the values of
Pa, Pm and Pd are detailed in Legan et al. (2001).

Operating characteristic curves relating probability of acceptance (Paccept)
to lot mean concentration were developed by fixing the standard deviation �,
and then ‘sliding’ the mean of a normal distribution through a range of values.
Figur e 2 .5 illus trates this for a two-class plan with n = 5,  c � 0, m � 1.0 log cfu/
g. Figure 2.5a shows a normal distribution with � � 0.8 and three different
means. Material with mean levels of contamination above m in each position is
defective. When m is fixed, each different mean level of contamination gives a
different Pd. Figure 2.5b plots Pd for all mean levels of contamination in the
range �2.0 to 5.0 log10 cfu/g to show how it increases with mean log count.
Finally the Paccept at each Pd was computed using the binomial distribution and
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plotted in Fig. 2.5c to give the opera ting characterist ic curve that relat es
probability of acceptance to mean concentration of microorganisms. The last
step is equivalent to reading the proportion defective associated with each mean
log count from Fig. 2.5b and finding the associated probability of acceptance
from the n � 5, c � 0 curve in Fig. 2.3b.

This approach allows microbiologists to assess easily the performance of the
sampling plans in terms of the familiar units of concentration of organisms.

Fig. 2.5 Illustration of the rescaling from concentration to probability of acceptance for
a two-class plan with n � 5, c � 0, m= log count/g of 1.0. a) The distributions have
� � 0�8 but different means. All parts of each distribution above m are defective. b) The
proportion defective in each distribution illustrates the relationship between mean log
count and proportion defective. c) The probability of acceptance determined for the
relevant proportion defective using the operating characteristic curve (illustrated for

n � 5� c � 0 in Fig. 2.3) gives the probability of acceptance for each mean log count/g.
(Reprinted from Legan et al., 2001, with permission from Elsevier Science.)
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Even the most stringent practical sampling plan (case 15: n � 60, c � 0) will
accept a defect rate of 2% on 30% of sampling occasions. In this case defective
means containing an unacceptably high concentration of the pathogen of
concern, and a 2% defect rate implies 200 potentially hazardous units in a batch
of 10,000, yet the sampling plan would indicate acceptance of the batch nearly
one time in three! In the context of an ongoing relationship, a rejection rate of
two in three would create pressure that rapidly leads to an improvement in future
performance, but in the short term the acceptance rate of one in three may not
provide the protection that we require. Rescaling this plan in terms of
concentration of organisms, when m = log10–1.4 (a concentration of 0.04 cfu/g,
equivalent to one cell in 25 g) and using � as 0.8 log10 cfu/g there is a Paccept of
0.04 when the concentration is log10–2.7 (equivalent to one cell in 500 g). In
other words, testing 60 samples and getting no positives only leaves us 96% sure
that the concentration is below 1 cfu in 500 g. To put this into a risk-based
perspective, one of the performance criteria recommended for managing Listeria
monocytogenes in frankfurters is that ‘the concentration of L. monocytogenes
after cooking (within the manufacturing plant) shall be � 1 cfu/kg’ (ICMSF,
2002, p. 298). In other words, the most stringent sampling plan (case 15: n � 60,
c � 0) would detect a process failure allowing this performance criterion to be
exceeded by a factor of two on 96% of sampling occasions.

Rescaling OC curves into units of concentration shows vividly the
relationship between all of the elements of the sampling plan and the mean
population of microorganisms that can be controlled by sampling. It makes very
clear how high these concentrations are with plans involving practicably small
numbers of samples when the detection limit of the analytical method is not a
limiting factor. When sampling for pathogens and the test sensitivity is an issue,
the concentrations of organisms that can be controlled are far from zero.

For control of quality, spoilage or safety where the concern relates to
relatively high numbers of microorganisms, the plans can be effective. Examples
would include high numbers of food spoilage organisms, or S. aureus where it is
generally regarded that 104–105 cfu/g are needed before toxin is formed. The
plans are less effective in circumstances where concern relates to low numbers
of microorganisms unless stringent cases, involving large numbers of samples,
are used. The emergence of foodborne pathogens with a very low infective dose,
e.g. pathogenic Escherichia coli, makes the application of even stringent
microbiological criteria unlikely to ensure the safety of food with respect to the
presence of these organisms.

When historical data are available we can easily estimate whether or not the
microbial population is described by a normal distribution of log counts. If it is
not, many other distributions could be used. For example, the negative binomial
may be useful if the distribution is heavily skewed to the right and has been used
to describe the distribution of aflatoxin in peanut lots (Whitaker et al., 1994). It
follows that examination of baseline data for different product and/or raw
material streams to confirm the assumption of lognormality and to obtain
estimates of � would facilitate selection of appropriate values of n, c, m (and M).
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2.5.2 Var iables sampling plans
When we are conce rned about the mer e p resence of a path ogen, as in S almonell a
testing, we have no choice but to use a two-clas s attribut es plan with c � 0 and n
selected to give the discriminat ion that we require . However, if we are
conce rned about spoilag e organ isms, or p athogens whe re we have som e
tolerance for count able numb ers, such as S. aureus, we may have the option of
using a variables plan . The key advantage of a variabl es plan is that it capture s
all of the inf ormation in the test resu lts (re corded count s and varianc e betwee n
multipl e sam ples), wherea s in an attributes plan, resu lts are judge d to be above
or below the criti cal limit(s) m and M and the informat ion o n by how much is
lost, as is the betwee n sample varianc e. For exampl e, in a three-cla ss plan with m
� 102 and M � 10 3, all results betwee n 101 and 999 will carry the same weight .
This abili ty to capture mor e of the inform ation in the test results may mak e
variables plans mor e cost-effe ctive to opera te than attribut es plan s. Variable s
plans may also remain more disc riminating than attribut es p lans as the standar d
deviation of the data increases (ICMSF, 2002). Variables plans are, h owever,
funda mentally different from attributes plan s and may not, therefore, give
g e n e ra l ly e q u iv a l e n t i n d ic a ti o n s . Va r ia b l es p l a n s ar e c o n s tr u c te d o n t h e
assumpt ion that the distribut ion of resu lts is known. If this is not true then a
variables p lan cannot be used. Also, the decisi on rule in a (lo gnormal) variabl es
plan is sensi tive to the magn itude of the standar d deviation. If the standar d
deviation in the tes t lot is greater than that used to set up the plan then the plan
will not perform as expec ted.

Microbiol ogical test results can oft en be transform ed to fol low a normal
distribut ion by taking logs of the count : we can say that the results fol low a
logno rmal distribut ion. In a manufac turing envi ronment , or whe n there is an
ongoing relationship wit h a particul ar supplier, we m ay have enough
accumul ated data to show that in the long run the results follow a logno rmal
distribut ion. It is still possibl e that the log count s within a sing le batch may not
be norm ally distribut ed but it is hard to test the lot distribut ion unless the numb er
of sam ples is large. Th e logno rmal distribut ion is used as the basi s of publishe d
variables plans for micro organ isms in foods (Kilsby et al ., 1979; Kilsby, 1982;
Malcol m, 1984; ICMSF, 1986, 2002; Jarvis, 2000 ).

Once the under lying distrib ution (of log count s) is known to be normal, and the
standard deviati on has been est ablished , the variables plan can be define d. The
critical limit (C), that defines the boundary between acceptable and unacceptable
material, is set (some authors use V to indicate this quantity). The value of C is the
safety (or quality) limit in log concentration. The proportion of values that exceed
the critical limit then depends on the population distribution such that:

�C � ���� � k

where � is the population mean, � is the population standard deviation and k is a
quantity to be used with normal probability tables found in most introductory
statistical methods books (e.g. Montgomery, 1996) to find the proportion of the
popul ation that exceeds the critical limit C (Table 2. 2).
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Since k becom es smaller as the propor tion > C increas es, small values of k
imply high proportions > C and we would wan t to reject any lot whe re the value
of k was smaller than the value corr esponding to the accepta ble propor tion > C.
Howeve r, we cannot directly est ablish � and �. We can, instea d, estimat e them
usin g the sam ple mean (�x ) and standar d deviation (s). Th is allows us to use �x and
s to estimat e the propor tion > C through the quantity k0 whe re:

� C � �x �� s � k0

Th e estimat es �x and s carry a d egree of uncerta inty and k0 is about equally likely
to fall above as belo w k . To com pensate for this uncer tainty the tolerance
interv als k1 (for defined proba bility of rejection : Table 2 .3) and k 2 (for defined
proba bility of accepta nce: Ta ble 2. 4) have been cal culated (Malco lm, 1984).
Plans can then be designed to acce pt or reject with suitable proba bilities based
on the tails of the distribut ion of tes t results.

Va riables plans for safety and quality limits
To use the variabl es plan for managi ng a safety or quality limi t we must decide
on the Pd that we are willing to tolerate and the proba bility ( Preject ) that we
requi re of rejecti ng lot s with a higher Pd. It is likely that in this case P d is low
and Prej ect is high. We ref er to appro priate tables (Table 2.3) to find the value
of k1 that connec ts Preject , P d, and the nu mber of samples tested , n. Using the
sam ple log count s we calculat e the sam ple mean (�x ) and standar d deviation (s).
We then calculat e �x � k1 s and if this is grea ter than C we reject the lot.

Va riables plans for good manufac turing pract ice limi ts
We can also use the variables plan to control good manufacturing practice limits.
In this case we will select some limit Cm that we know is achievable when the
operation is running well. This limit is somewhat analogous to the ICMSF limit
m in a three-class plan. Now we want a high probability that we will accept the
lot (Paccept) so long as the proportion > Cm is acceptable. Now both Paccept

Table 2.2 Values of k for different proportions of a lot exceeding the critical limit, C

% > C Approximate k % > C Approximate k

1 2.32 50 0
2 2.05 55 �0.12
5 1.65 60 �0.25

10 1.30 65 �0.38
15 1.05 70 �0.52
20 0.85 75 �0.68
25 0.67 80 �0.85
30 0.52 85 �1.05
35 0.38 90 �1.30
40 0.25 95 �1.65
45 0.13 99 �2.32
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Table 2.3 Values of k1 calculated using the non-central t-distribution for safety/quality
limits. Reject if �x � k1s � C. (Adapted from Malcolm, 1984, with permission. � The
Society for Applied Microbiology)

Probability Proportion
of rejection exceeding Number of replicates (n)
(Preject) C (Pd)

3 4 5 6 7 8 9 10

0.99 0.10 5.4 4.4 3.9 3.5 3.2 3.0
0.20 4.0 3.3 2.9 2.6 2.4 2.2
0.30 3.0 2.5 2.2 2.0 1.8 1.7
0.40 2.3 1.9 1.6 1.5 1.4 1.3
0.50 2.3 1.7 1.4 1.2 1.1 1.0 0.9

0.95 0.05 7.7 5.1 4.2 3.7 3.4 3.2 3.0 2.9
0.10 6.2 4.2 3.4 3.0 2.8 2.6 2.4 2.4
0.30 3.3 2.3 1.9 1.6 1.5 1.4 1.3 1.3
0.50 1.7 1.2 0.95 0.82 0.73 0.67 0.62 0.58

0.90 0.10 4.3 3.2 2.7 2.5 2.3 2.2 2.1 2.1
0.25 2.6 2.0 1.7 1.5 1.4 1.4 1.3 1.3

Table 2.4 Values of k2 calculated using the non-central t-distribution for good
manufacturing practice limits. Accept if �x � k2s � Cm. (Adapted from Malcolm, 1984,
with permission. � The Society for Applied Microbiology)

Probability Proportion
of acceptance exceeding Number of replicates (n)
(Paccept) Cm (Pm)

3 4 5 6 7 8 9 10

0.95 0.10 0.33 0.44 0.52 0.57 0.62 0.66 0.69 0.71
0.20 �0.13 0.02 0.11 0.17 0.22 0.26 0.29 0.32
0.30 �0.58�0.36�0.24�0.16�0.10�0.06�0.02 0.00

0.90 0.05 0.84 0.92 0.98 1.03 1.07 1.10 1.12 1.14
0.10 0.53 0.62 0.68 0.72 0.75 0.78 0.81 0.83
0.20 0.11 0.21 0.27 0.32 0.35 0.38 0.41 0.43
0.30 �0.26�0.13�0.05 0.01 0.04 0.07 0.10 0.12
0.40 �0.65�0.46�0.36�0.30�0.25�0.21�0.17�0.16
0.50 �1.09�0.82�0.69�0.60�0.54�0.50�0.47�0.44

0.75 0.01 1.87 1.90 1.92 1.94 1.96 1.98 2.00 2.01
0.05 1.25 1.28 1.31 1.33 1.34 1.36 1.37 1.38
0.10 0.91 0.94 0.97 0.99 1.01 1.02 1.03 1.04
0.25 0.31 0.35 0.38 0.41 0.42 0.44 0.45 0.46
0.50 �0.47�0.38�0.33�0.30�0.27�0.25�0.24 0.22
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and the proportion > Cm coul d be h igh. From Ta ble 2.4, we fin d the value of k 2
that connec ts Paccep t, Pd and the numb er of sam ples tes ted, n. Now we use the
sam ple mean (�x ) and sta ndard deviation (s) to cal culate �x � k2 s and if this is
equal to Cm we acce pt the lot.

Figur e 2.6 shows how the safety and GMP limit s can be used togethe r. Lo ts
fallin g to the left of both the safety and GMP limits are com pletely satisfactor y
and lots falling to the righ t of the safe ty li mit must be rejected. When a lot falls
betwee n the two limits this trigge rs an action to return the process to full cont rol
and may indicate additional actions wi th respect to that particular lot.

2.5.3 The connectio n between sampl ing and risk manage ment
We could characteri ze the ‘old-f ashioned’ appro ach to samp ling as an attempt to
‘test in’ safety. The develop ment of good man ufacturing prac tice, good hygie nic
prac tice and HACCP methodo logy has moved us to the modern, proactive

Fig 2.6 Schematic standards diagram showing GMP and safety limits for a variables
sampling plan. The safety/quality limit is defined such that a lot has a probability of

rejection of at least Preject if more than a given proportion pd exceeds the limit C (see
Table 2.3), i.e. the mean and standard deviation ( s) of samples from the lot fall to the right
of the safety/quality line. If the mean and standard deviation together fall to the left of the
safety/quality line the lot will be accepted. But some quality improvement action will be
taken unless the standard deviation and mean together fall to the left of the GMP line. The
GMP line is defined so that the batch has a probability of acceptance of at least Paccept if

less than the proportion pm exceeds the limit C m (Table 2.4). The GMP line is not
operative to the right of the quality/safety line. (Adapted from Kilsby et al. (1979) with

permission. � The Society for Applied Microbiology.)
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approach to food safety management where we design and operate production
systems to build in safety. Sampling then became a means of monitoring that the
system was performing as expected and detecting any substantial failures.
Looking forward, a movement towards risk-based food safety management is
emerging. For foods in international trade, the ICMSF scheme for managing
microbiological risks proposed the Food Safety Objective (FSO) as a functional
link between risk assessment and risk management. The FSO is defined as ‘a
statement of the frequency or maximum concentration of a microbiological
hazard in a food considered acceptable for consumer protection’ (van
Schothorst, 1998) and allows the equivalence of different control measures to
be established. Control measures include killing microorganisms during
processing, preventing them from growing, e.g. by formulation, or temperature
control during storage, and excluding them using sampling together with
appropriate microbiological criteria. In order to compare the equivalence of
different control measures we must be able to relate their performance in terms
of achieving an FSO. In other words, can they maintain the frequency or
maximum concentration of a pathogen at, or below, the level required for
consumer protection? Variables sampling plans, and attributes plans re-scaled in
terms of concentration of organisms, enable the performance achieved by
different control measures to be compared directly in terms of concentration.

2.6 Environmental sampling and tightened inspection/skip lot
sampling

Environmental sampling may be thought to be strictly outside the scope of
detecting pathogens in foods. But environmental pathogens in a food
manufacturing facility can potentially become foodborne through cross-
contamination so we will consider briefly this aspect of pathogen sampling.
For the purpose of this discussion we assume that our hypothetical food
processing facility is following the principles of good hygienic practice (GHP)
as outlined by Codex (1997). This implies that there are procedures in place to
manage the risk of environmental pathogens by, for example, minimizing cross-
contamination from raw materials to finished product, having equipment of
suitable sanitary design, appropriately maintaining and sanitizing equipment,
removing waste, and training personnel. Environmental sampling then becomes
a tool to ensure that those procedures are working. More detailed discussion of
environmental sampling can be found in Holah (1999), ICMSF (2002) and
Tompkin (2002).

2.6.1 Routine inspection
In routine environmental sampling we want to ensure that the operation remains
under control by detecting any increase in the risk of cross-contamination. First
we need to know something about the ‘normal’ risk of cross-contamination when
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the operation is under control. We may, initially, be interested in a wide range of
pathogens, indicators or even spoilage organisms but will likely select just one
for ongoing monitoring. We would probably start by taking process flow samples
at various stages of the operation to determine how the microbiological condition
of the food changes within the process. Food residues (crumbs, shavings and the
like) may be sampled as a kind of composite sample of the process flow at a
particular location and a guide to the potential for recontamination from held-up
product. Product contact surfaces may be sampled at points in the process flow
using swabs or sponges to assess a large area. When appropriate, equipment
should be shut down so that covers can be removed and samples taken from
inside. Samples should be taken at different times (e.g. beginning, middle and end
of each shift; before and after cleaning, etc.). Samples may also be taken from
drains, cleaning equipment, joins between floors and process equipment, etc.
These samples can indicate sources of ongoing contamination.

Results from all the samples should be arranged so that the ‘normal’ state of
different locations when the process is under control can be seen and the most
sensitive locations (and marker organisms) identified. The normal state may
show a degree of seasonal variability, which will only become apparent over a
number of years and is impossible to detect during an initial sampling exercise

Environmental sampling protocols are not statistically-based; rather they are
designed to pay most attention to those areas known to pose the highest risk of
product contamination. However, some statistical concepts are applicable. Trend
analysis can indicate unfavorable changes over time, even if individual changes
are small and differential inspection rates allow the frequency of inspection to
alter in response to the history of particular sampling locations.

It is common practice to designate a number of zones within the processing
plant, where different zones have different levels of risk of contaminating the
product. ICMSF (2002) considers four zones:

• Zone 1 includes all product contact surfaces that can potentially directly
contaminate the food. Even in zone 1, we are most concerned with surfaces
that can recontaminate the food after any microbial kill step and before
packaging so not all surfaces are created equal.

• Zone 2 includes equipment that is close to the product flow and could
indirectly contaminate the food.

• Zone 3 includes items within the processing area that could harbor
contamination and/or transmit contamination to items in Zones 1 or 2.

• Zone 4 includes items outside the processing area that, if not appropriately
maintained, could serve as a reservoir of infection to the other three zones.

The exact balance of samples from the four zones is based on experience of the
sites most likely to indicate that the operation is ‘out of control’ in terms of good
hygienic practice. The selection of sites can shift over time as operation of the
sampling protocol improves knowledge of the operation.

Knowing when to sample can be as important as knowing where to sample. In
some operations, the most critical time may be immediately after startup. In
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others, control may be lost slowly over time. The frequency of sampling may be
increased if evidence indicates an increased risk and special sampling can be
implemented in response to known risk factors such as construction.

2.6.2 Investigating a problem
We may start an investigation in response to information suggesting that a
problem already exists. Here we probably want to know the source of the
problem so that we can take steps to correct it. Random sampling is not an
efficient approach to an investigation. Rather the investigator must apply
knowledge of microbiology, process operations and equipment design, along
with information gained from visual inspection of the operation and the trigger
for the investigation to determine those sampling sites most likely to harbor the
organism(s) of concern. Examples include, but are not limited to, those sites
suggested to establish a baseline for a routine monitoring program. Even whilst
applying this pre-existing knowledge, it is important not to jump to conclusions,
particularly when resources are limited and time is constrained (as is usually the
case). To maintain a degree of flexibility, investigational sampling is very likely
to be iterative. For example, the pathogen of concern may seem to enter the
process at a particular point. We can then go back to examine in more detail the
influences between the last ‘point of absence’ and the first ‘point of detection’.
Over time the investigation works towards identifying the source and this
process can sometimes be very lengthy.

2.6.3 Tightened inspection/skip lot sampling
When we have an ongoing relationship with a supplier, or other ongoing sampling
situation, we can, over time, develop a level of confidence in the performance of
that supplier. That may lead us to relax the rate of sampling, including skipping
sampling of some lots altogether, using the freed sampling resources where they
can be more beneficial. If, however, the reduced rate of sampling finds a
‘defective’ lot we will revert to the initial sampling rate, or even to a more stringent
level of sampling, until we develop confidence that the supplier’s performance has
returned to an acceptable level. Formal methods for establishing such plans are
described by Schilling (1982) and Montgomery (1996).

2.7 Taking samples

The process of physically selecting and taking samples is outside the scope of
this chapter. Nevertheless, it may be helpful to keep some principles in mind:

• For acceptance sampling, where a key assumption is that samples are
representative of the lot, sample units should be selected randomly using a
pre-determined scheme. It is easiest to sample when material is in motion and
therefore accessible.
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• For investigations it is more efficient to use targeted sampling.
• Samples should be taken aseptically, and anyone charged with sampling for

microbiological analysis needs appropriate training. Sampling equipment
must be sterile, and must not violate management policies for other aspects of
the operation. For example, it is common for glass to be banned from food
production facilities and, where this is so, glass sample jars, etc., should not
be used.

• All results should be traceable back to the original sample. Appropriate
labeling and documentation should be used.

• Where samples must be stored and/or transported for analysis, they must be
protected from contamination and physical damage, and maintained to
prevent or minimize changes in the microbial population present. Wet or
perishable samples may need to be maintained at chill temperatures in a
refrigerator and shipped in an insulated container with ice or freezer packs.
Frozen samples may need to be packed with dry ice to prevent thawing in
transit.

• The analyzing laboratory, whether in-house or a contractor or consultant
should be capable of performing the required analyses reliably. Laboratories
should have some formal procedures in place to assure this reliability. Formal
quality management systems include those based on the ISO 9000 series, ISO
Guide 25 or the principles of Good Laboratory Practice (Wood et al., 1998).

• Samples should be as large as reasonably practical to minimize the impact of
the distribution of microorganisms within the sample. For packaged food
products the sample unit will be one or multiple product units (more product
units for smaller products). For unpackaged food products, food within
process, or bulk raw materials such as flour, sugar, etc., sample units in the
region of 200–500 g are reasonably practicable. For environmental samples
taken from a processing plant it may only be possible to recover 1–2 g, for
example if scraping material from a gasket in a piece of process equipment. If
it seems important to sample the site based on pre-existing knowledge or
observations, the small sample should still be taken.

• The sample unit is usually larger than the amount actually analyzed (the
analytical sample). Where the nature of the sample permits, it should be
aseptically blended before removing the analytical unit. For example shaking
or squeezing may blend liquids or powders in a container with some
headspace. This mixing is best done immediately before removing the
analytical sample.

• In qualitative analysis for the presence of a pathogen, combining multiple
analytical samples into the enrichment phase of an analysis can significantly
reduce the total amount of work when it has been shown to give equivalent
recovery to not compositing. This does not sacrifice the discriminating power
of the sampling plan since, with a two-class sampling plan where c � 0, a
single positive result is enough to indicate rejection of the lot. The critical
condition is whether the total mass of analytical samples contains at least one
detectable pathogen. Compositing is generally not sound in quantitative
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testing, whe ther by a two- or thr ee-class plan , because it has the eff ect of
averagi ng the count acro ss all the samples.

For further detailed disc ussion on this topic, see Cha pter 3.

2.8 Maximizing the value of test resul ts

It is com mon practice to use test resu lts once only to support a deci sion based on
the plan criteria, e.g. to acce pt or reject a lot. The historical valu e of indi vidual
data points is often overlooke d. Conseque ntly qual ity labo ratories may have
files containing micro biologi cal test results g enerated at great expens e. Some
simple techniq ues for plotting and sta tistically analyzi ng those data may grea tly
improv e the return on the initial inve stment in testing. These techniq ues com e
from the field of sta tistical process control (Montgomer y, 1996), which is used
to great effect in many manufac turing operatio ns but is still rar ely applied to
micro biological data.

2.8.1 Control charts
Contr ol char ts are sequential plots of the data or som e derivativ e such as the
mean, range , sta ndard deviation, etc., to allow trends to be ob served. Dependi ng
on the exact nature of the chart, various kinds of warni ng or action limit s or tests
can be establish ed.

Varia bles da ta
The simpl est kind of control chart is known as an ‘X’, or ‘individua l
measur ement’, chart. It is just a seque ntial plot of numeri cal resu lts (e.g. log
counts of an indicat or or spoi lage organ ism) agai nst order of tes ting. This chart
can show trends that may otherw ise be missed, pote ntially allow ing appro priate
interv ention before the count becomes unacc eptably high. Equally it may help to
identify time s whe n the proce ss results are better than normal and there is the
opportuni ty to investigat e to determ ine the cause and permit an ongoin g
improv ement (Fig. 2.7a) . A ‘control limit ’ can be dete rmined usin g ‘expert
judgment’ and be drawn on the chart to give an immediate visual indication of
an ‘out of control’ event. This control limit is typically the count at which the
result is considered marginally acceptable. The criterion defining ‘out of
control’ is then based on the number of marginally acceptable results observed
within a p re-determi ned period of time or number of sample s anal yzed. Figur e
2.7a shows hypot hetical test resu lts for a spoi lage organism in samples from a
process that is showing a trend towards loss of control through January. The pre-
determined criterion of two sequential marginally acceptable results shows that
control was first lost in late January, but no action is taken until the acceptable
limit is breached by a large margin in mid February. That triggered an
investigation of the cause and a corrective intervention in late February resulting
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in control being regained. Note that the intervention reduced the variability as
well as the mean of the test results. Also note that a response to the first
observation of two sequential marginally acceptable results, even though
individually they only just exceeded the limit, would have prevented the more
serious later breach of the limit.

Attributes data
When the test gives only a positive or negative result, as when testing for the
presence of Salmonella, it is still possible to plot the results in sequence. Now
the ‘out of control’ condition is indicated when more than a pre-determined
number of positive results are observed in sequence (Fig. 2.7b). Since this type

Fig. 2.7 Hypothetical examples of control charts for (a) individual measurements (‘X’)
and (b) attributes.
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of char t can only show the dir ection of a result (positive or negative) it resp onds
only to the sequence. Hen ce an ‘out of cont rol’ condition will on ly be identi fied
after a delay. Figure 2.7b shows hypot hetical resu lts of daily Salmone lla tes ts for
a process with a 10% incidence of positive results when in control. On the basis
of past experience, positive results from three sequential tests are considered to
indicate loss of control. The chart shows that control was lost on day 50 but,
because the test method introduces a delay, this was not detected until day 56
when corrective action was immediately implemented and control was regained.

More sophisticated control charts use formal statistical rules to derive the
control limits, although the limits can be modified subsequently in the light of
experience. Their use for microbiological data has been described by Jarvis
(2000) and ICMSF (2002) and their statistical principles discussed in detail by
Montgomery (1996). Using these charts we can:

• determine whether the process is capable of consistently delivering the
required performance (e.g. food safety objective, trading specification)

• estimate the probability of severely out of control conditions based merely on
the process variability (Peleg, 2002)

• access a number of additional decision rules to identify out of control
conditions on the basis of trends in the data, even when the control limits are
not breached.

Of course, within the context of food safety management, the use of control
charts need not be restricted to microbiological results. They can be used to
show data for any type of measurement used to manage a critical control point
within a HACCP program and Khongsak and Hourigan (2002) gave an example
for critical control points in shell egg washing. A full discussion of these
approaches is outside the scope of this chapter, but the reader is encouraged to
investigate further.

2.8.2 Process variability reduction
The variability in a sequence of data is, itself, an important source of
information. After statistical analysis to determine the distribution that best
describes the observed variability it is possible to estimate the future frequency
of extreme events, though not to predict when they will occur (Peleg and
Horowitz, 2000; Nussinovitch and Peleg, 2000; Engel et al., 2001; Peleg, 2002).
It is apparent that results are likely to reach extreme values more frequently
when processes have large variability than when the variability is small. Hence,
management intervention that reduces the variability of a process also reduces
the likelihood of an extreme event such as an outbreak of food poisoning. The
information on variability is already present in our records of test results over
time. Such approaches are widely used in engineering but they are still quite rare
for microbiological control. For example, Reneau (2001) described the use of an
individual measurement control chart to plot bulk tank somatic cell count
(BTSCC) in milk from a Wisconsin dairy herd. The BTSCC correlates with milk
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microbiological quality and other factors. The chart allowed the reduced
variability in somatic cell count caused by a management intervention to be
identified rapidly so that the improvement in milking practice could be captured.

2.9 Future trends

Consumers in all developed countries are increasingly aware of food safety.
Particularly since the emergence of foodborne listeriosis in the 1980s and of
pathogenic Escherichia coli in the 1990s this has increased the pressure for
pathogen testing and seems likely to increase the total number of samples tested.
However, industry and regulators have known for many years that it is
impossible to ‘test in’ safety. Rather, food safety is ‘designed in’ to products and
assured by appropriate control procedures. Thus it seems likely that we will
continue to see sampling resources increasingly used to monitor or verify
process controls and assure good hygienic practice. As this shift progresses we
would expect that ‘foods’, certainly finished products, will represent a smaller
proportion of all samples tested for pathogens during food safety management.
The trend towards Food Safety Objectives as risk-based targets will maintain the
tendency towards control of the process and distribution system. It will also, in
time, drive a more quantitative understanding of food safety and encourage the
use of quantitative sampling plans that help to demonstrate the equivalence of
different control measures. There is clearly value in the re-use of data through
charting techniques and we expect that this will become commonplace in time.
Indeed this is an area that seems poised for growth, initially through the
advocacy of a small number of influential groups and later gathering momentum
as the power of these approaches becomes more widely recognized. In short, we
expect sampling to remain a critical element of food safety management for the
foreseeable future, but with a more quantitative and proactive role than in the
past.

2.10 Sources of further information and advice

Advice on the risk-based approach to food safety management is given in
ICMSF (2002). This book gives detailed guidance on most of the topics
discussed in this chapter. Jarvis (1989, 2000) gives more detail on the underlying
statistics of sampling from the perspective of an experienced microbiologist.
Information on ICMSF members, programs and publications can be found at
http://www.dfst.csiro.au/icmsf.htm. For more background on attributes plans we
recommend ICMSF (1986). Now out of print, part two of this book, giving
sampling plans and criteria for a wide range of foodstuffs, is available as a free
download from the ICMSF website at http://dfst.csiro.au/icmsf/book2.htm. A
Microsoft Excel workbook for exploring performance of ICMSF recommended
plans in terms of concentration of microorganisms based on the approach of
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Legan et al. (2001) can also be downloaded free at http://www.dfst.csiro.au/
icmsf/samplingplans.htm. Another Excel workbook, based on the same
principles but taking a different approach to designing and improving sampling
plans, is available with a review from Campden & Chorleywood Food Research
Association (Goddard et al., 2001). Many statistical packages can be used to
create control charts. An easier approach for some people might be to use the
Microsoft Excel workbook and accompanying guide available from Campden &
Chorleywood Food Research Association (Jewell et al., 2002).
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